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a b s t r a c t 

Microfluidic devices and porescale numerical models are commonly used to study multiphase flow in 

biological, geological, and engineered porous materials. In this work, we perform a set of drainage and 

imbibition experiments in six identical microfluidic cells to study the reproducibility of multiphase flow 

experiments. We observe significant variations in the experimental results, which are smaller during the 

drainage stage and larger during the imbibition stage. We demonstrate that these variations are due to 

sub-porescale geometry differences in microcells (because of manufacturing defects) and variations in the 

boundary condition (i.e., fluctuations in the injection rate inherent to syringe pumps). Computational sim- 

ulations are conducted using commercial software STAR-CCM + , both with constant and randomly varying 

injection rates. Stochastic simulations are able to capture variability in the experiments associated with 

the varying pump injection rate. 

© 2017 Published by Elsevier Ltd. 
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. Introduction 

In the last several decades, porescale two-phase flow has at-

racted significant attention ( Blunt, 2001; Hassanizadeh and Gray,

990; Lenormand et al., 1988; 1983; Sahimi, 2011 ). At the pore

cale, multiphase flow is governed by the Navier–Stokes (NS) equa-

ions subject to the Young–Laplace boundary condition at the

uid-fluid interface and the Young condition at the fluid-fluid-

olid interface ( Young, 1805 ). These equations are highly non-linear

ecause of the moving fluid-fluid and fluid-fluid-solid bound-

ries, which presents a significant challenge for obtaining ac-

urate numerical solutions ( Miller et al., 1998; Tartakovsky and

anchenko, 2016 ). A number of mathematical formulations have

een proposed to simplify the solution of these equations, in-

luding methods that describe interface dynamics implicitly by

eans of a “color” function ( Wachem and Almstedt, 2003 ) (e.g.,

he volume of fluid ( Hirt and Nichols, 1981 ), density functional

ethod, and phase-field method ( Steinbach et al., 1996 )). Vari-

us formulations have been used to describe the dynamics of

 fluid-fluid-solid interface, including static and dynamic con-

act angles, energy-balance considerations, and pairwise forces.

arious numerical methods, including mesh-based finite volume

nd mesh-less Smoothed Particle Hydrodynamics, have been used

o solve the resulting Navier–Stokes equations. Other (so-called
∗ Corresponding author. 
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mesoscale”) methods (e.g., Lattice-Boltzmann and Dissipative Par-

icle Dynamics) also have been applied to model multiphase flow

n porous media. The resulting models have different degrees of

omplexity in representing fluid-fluid-solid interactions, numeri- 

al accuracy, and the computational cost (for a review of numer-

cal methods for multiphase porescale flow, see Meakin and Tar-

akovsky, 2009 ). 

A natural question to ask is, what model complexity and nu-

erical accuracy are sufficient to correctly model multiphase flow

n the pore scale? The qualifier “correctly” in this question is im-

ortant because, in many studies, the porescale models are verified

nd validated only in a “weak” sense, i.e., by comparing the av-

rage solution (or its properties, such as pressure-saturation rela-

ionship) obtained from a numerical model and the corresponding

xperiment (e.g., Bandara et al., 2013; Liu et al., 2014; Pan et al.,

004 ). Not that the comparison of average properties of solutions

acks merit; however, it is also reasonable to require a porescale

umerical model to reproduce porescale properties of the solu-

ion accurately. Comparison with well-controlled, porescale multi-

hase flow experiments is a reasonable way to validate and ver-

fy a numerical model. The answer to the preceeding question is

omplicated by, at least, three factors: 1) depending on the initial

nd boundary conditions, the equations describing multiphase flow

ould be unstable, i.e., small perturbations in initial and boundary

onditions may lead to large differences in the solution; 2) the ex-

ct geometry and roughness of the flow domain boundaries (i.e.,

he pore geometry), even when possible to precisely measure, are

http://dx.doi.org/10.1016/j.advwatres.2017.04.005
http://www.ScienceDirect.com
http://www.elsevier.com/locate/advwatres
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Fig. 1. (a) Pore structure. Pore spaces are shown in black, and the solid phase is in 

white; (b) Three-dimensional configuration. 

Table 1 

Micromodel dimensions. 

Symbols ( Fig. 1 ) Length (mm) 

a × b × c 5 × 18 × 5 

h 0.03 

w n 0.1 

w t 1 ∼ 0.4–0.5 

w t 2 ∼ 0.1 
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usually impractical to fully resolve; and 3) initial conditions are

difficult to control in an experiment and exactly reproduce in the

numerical model. Still, even if these challenges could be overcome,

reproducible experimental results are needed to conduct a valida-

tion study. 

Quasi-two-dimensional microfluidic cells are often used to ex-

perimentally study porescale flow ( Cottin et al., 2010; Zhang

et al., 2011a; 2011b ). They afford better control and monitoring

of flow dynamics than three-dimensional small-column experi-

ments. Therefore, the microcell experiments are perfect candidates

to generate results for a validation study. Often, microfluidic stud-

ies use a pore geometry made of a uniform array of cylinders

(e.g., Zhang et al., 2011b ). Multiphase flows in such pore struc-

tures are particularly difficult to reproduce in both experiments

and numerical simulations for several reasons: 1) small manufac-

turing defects break “symmetry” and significantly affect the multi-

phase flow; 2) even if the actual manufactured geometry could be

exactly measured, the differences between the prescribed (design)

and actual geometry could be impractical to resolve in a numerical

model; and 3) small time-variations in the flux rate generated by

syringe pumps may lead to significant changes in the final distri-

bution of fluid phases. In Ferrari et al. (2015) , multiphase flow in

both heterogeneous and homogeneous pore structures was studied,

and the “point-by-point” difference in displacement patterns, ob-

tained experimentally and numerically, was found to be from 17 to

30% in the heterogeneous porous structure and from 30 to 40% in

the homogeneous domain, depending on a numerical model used.

The reproducibility of experimental results was not addressed in

Ferrari et al. (2015) . 

In the first part of this work, we study the question of re-

producibility of experiments by repeating simulations in six mi-

crocells with the same (up to the manufacturing error) geome-

try. We use a highly non-uniform pore-size distribution to mini-

mize the effect of small deviations from the design pore geome-

try and injection rate on the experimental results. In all experi-

ments, a microcell is initially occupied with a wetting fluid, and a

non-wetting fluid is injected through the left boundary for 30 s

with a constant flux q using a high-precision pump (variations

in the injections rate are less than 5% per manufacturer’s speci-

fication). Then, a wetting fluid is injected through the right port

until the saturation of the non-wetting fluid reaches steady state.

Our study shows a significant variability in the porescale distribu-

tion of fluid phases, interface area, and saturation. In the second

part of our study, we conduct two- and three-dimensional simu-

lations with constant and randomly varying injection rates to cap-

ture average behavior and variability observed in the experiments.

We use a commercial finite volume code STAR-CCM + (CD-adapco,

Melville, NY, USA) in our numerical study. Our results show that

the three-dimensional simulation with a deterministic flux q bet-

ter captures the mean behavior observed in the experiment than

the two-dimensional model (which disregards the effect of the in-

terface curvature in a plane perpendicular to the microcell top and

bottom walls) with the constant q . The two-dimensional simula-

tions with randomly varying (around the prescribed in the exper-

iments) flux capture the variability observed in the experiments,

but the average behaviors found in the simulations and experi-

ments differ. We also find that the average behavior of stochas-

tic simulations differs from the corresponding deterministic simu-

lations because of strong non-linearity of the governing equations. 

2. Microfluidic experiments 

2.1. Design and photolithography 

The reproducibility of porescale multiphase flow experiments is

investigated in a microfluidic device shown in Fig. 1 -a. For this
tudy, six replicas of the device are manufactured and up to five

xperiments are conducted for each replica. To minimize the ef-

ect of pore-geometry deviations (manufacturing defects) from the

rescribed geometry, porescale heterogeneity is introduced in the

orm of a preferential flow path with a width w t 1 . Tubes (or pipes)

re connected to the inlet and outlet, which have the width w t 2 .

he design dimensions of the micromodel are provided in Table 1 .

The micromodels ( Fig. 1 -b) are fabricated using standard pho-

olithographic techniques. The six replicas of the design pore ge-

metry are printed on a single photomask. Then, an SU-8 negative

hoto-resistant material is coated onto a 4-inch diameter silicon

afer. The cell base is made from the hydrophobic polydimethyl-

iloxane (PDMS) material “baked” in an oven for over 12 h at 75 °C
 Fig. 1 -b). To make the wetting properties of the cell’s glass top the

ame as that of the PDMS base, the glass is also coated with a thin

ayer of PDMS. To achieve chemically stable hydrophobic interior

urfaces, the assembled cells are placed for an additional 48 h in

n oven at 200 °C. 

.2. Experimental design 

The fluids are injected and removed from a micromodel using

 piping system shown in Fig. 2 . To perform drainage and imbibi-

ion phases of the experiment, glass syringes (1 mL Glass Syringe,

amilton) containing the wetting fluid (hexadecane) and the non-

etting fluid (DI-water) are used. A series of valves are used to en-

ble and disable flow paths during these phases ( Fig. 2 -c). This ex-

erimental design allows for a smooth switching from the drainage

o the imbibition phase without cross-contamination while pre-

enting formation of air bubbles. A precision syringe pump (NE-

002X, New Era Pump System) is used to produce a constant in-

ection rate. 

To conduct an experiment, a micromodel is placed horizon-

ally on a microscope stage (Prior Scientific Instruments LTD.) to
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Fig. 2. (a) Illustration of the piping system; (b) Realization; (c) Flow path in different phases of the experiment. 
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Table 2 

Wetting (hexadecane) and non-wetting (DI water) fluid 

properties. 

Property Value 

Non-wetting fluid viscosity ( μnw , cP ) 1.02 

Wetting fluid viscosity ( μw , cP ) 3.34 

Surface tension ( σ , mN / m ) 52.00 

Contact angle ( θ , deg ) 16.79 

Injection velocity ( U, m / s ) 9 . 24 × 10 −4 

log ( M ) −0 . 51 

log ( Ca ) −4 . 74 

Fig. 3. Definition of the non-wetting/wetting fluid and contact angle. 
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inimize the effect of gravity. Fluid displacement is visualized by

 microscope (Nikon Eclipse-20 0 0TiE) with a 4 × magnifying lens

nd a 3.23 μm spatial resolution. Light is provided by a high-

ntensity light source (Nikon Intensilight C-HGFIE), and images are

ecorded using a monochrome digital charge-coupled device (CCD)

amera. All devices are connected to a computer, and the recording

peed, exposure time, and shutter time are set by the imaging soft-

are NIS-Elements (Nikon). The resulting exposure time for tak-

ng images is ≈ 1 ms, which is small enough to prevent changes

n fluid properties due to heating and light exposure. Before the

tart of each experiment, the micromodel is first saturated with

he wetting fluid (hexadecane). Then, during the drainage phase,

he non-wetting fluid (DI water) is injected for 30 s. Subsequently,

he piping system is switched for imbibition, and the wetting fluid

s injected for 40 s. The results of the imbibition part of the ex-

eriment are reported after 30 s from the start of the wetting fluid

njection. 

The time for the drainage cycle is determined from a test

rainage experiment. Fig. 4 shows the saturation as a function of

ime observed in this experiment. It can be seen that the satura-

ion of the injected non-wetting fluid almost reaches steady state

fter 30 s. Fig. 5 depicts saturation as a function of time during

 typical drainage-imbibition experiment discussed in the paper.

he drainage is conducted for 30 s, then the system is given ap-

roximately 8 s to relax, after which the imbibition experiment is

erformed for more than 40 s. Here, as in the test drainage exper-

ment, the saturation almost reaches steady state after 30 s. The

aturation practically does not change during the relaxation period.

uring the imbibition stage, the saturation reaches steady state af-

er less than 25 s. Based on this, all results of the imbibition ex-

eriments are reported after 30 s. There is a small increase in the

aturation after the start of imbibition due to some non-wetting

uid left in the right-hand-side pipes and being pushed back by

he imbibing wetting fluid. 

Table 2 includes the properties of both fluids, prescribed injec-

ion velocity, and the resulting viscosity ratio ( M = μnw 

/μw 

) and

apillary number ( Ca = μnw 

U/σ ). The static contact angle ( θ ) be-

ween the two fluids and PDMS surface is measured in the cell

nlet ( Fig. 3 ) from an auxiliary experiment where wetting fluid is

njected for a short period of time. The measured values of θ are

etween 16 ◦ to 18 ◦, with an averaged value of 16 . 8 ◦. The selected
a and M numbers put the studied flow in an unstable displace-

ent regime on the boundary of viscous and capillary fingering

egimes according to the phase diagram in Zhang et al. (2011b ). 

We take several steps to prevent contamination of fluids and

icrocells. We designed our piping system to be isolated from the

mbient environment. By switching three connectors, we can alter-

ate injection and outflow modes of each port without reconnect-

ng tubes. To prevent photodegradation, we wrapped the glass sy-

inges in aluminum foil and covered the entire setup with a black

loth when not taking images. We have set the exposure time as

hort as possible to protect experimental fluids and fluorescent dye

rom degradation. We prepared and conducted all stages of the ex-

eriments in the same laboratory environment with temperature

ecorded before and after all the experiments. Despite the “dead

olume” of the system being significantly larger than the pore vol-

me, for a single experiment, temperature variation was less than

0 . 1 °C. For experiments conducted on different days, the temper-

ture variation was ±1 °C. 
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Fig. 4. Saturation vs. time in a test drainage experiment. 

Fig. 5. Saturation vs. injection time in a drainage/imbibition experiment. 
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3. Experimental results 

Fig. 6 shows the results of five experiments in one of the

cells (cell D). The first column displays fluids distribution at the

drainage cycle end, and the second column displays fluids distribu-

tion at the imbibition cycle end. In all experiments at the drainage

cycle end, we observe a similar displacement pattern with the

injected non-wetting fluid moving through the “preferential flow

path” and forming small “side fingers.” The main difference be-

tween the experiments is the location and size of the side fingers.

The displacement patterns at the imbibition cycle end are com-

pletely different in these experiments, with different volume of the

non-wetting fluid becoming trapped in different locations. Fig. 7

shows the drainage and imbibition patterns observed in five differ-
nt cells. As in Fig. 6 , here the fluid distribution is more repeatable

t the drainage cycle end and less repeatable at the imbibition cy-

le end. 

Figs. 8 and 9 show the interface length (in mm) and saturation

f the non-wetting fluid at the end of the drainage and imbibition

ycles observed in different experiments in all six cells. For this

urpose, the system is treated as two-dimensional, i.e., the inter-

ace between the two fluids is treated as a curve, and the satu-

ation is defined as the percentage of the pore area occupied by

he non-wetting fluid. It is evident that variability in the experi-

ents is higher across different cells than within individual cells,

hich we attribute to the small deviations in the cells’ pore ge-

metry from the design geometry that stems from manufacturing

efects. 
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Fig. 6. Five repetitions (first, second, third, fourth, and fifth rows, respectively) of drainage (first column) and imbibition (second column) in the microcell D. 
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To quantify variability in drainage experiments, we divide the

omain in a lattice with indices ξ and η, map the fluid distribu-

ions at the end of the drainage cycle, and construct a histogram

 ( ξ , η) of a non-wetting fluid occupying each lattice point ( Fig. 10 ).

he histogram shows that the largest variability between the ex-

eriments is in the size of the side fingers. 

. Numerical simulations 

To understand the source of variability observed in the exper-

ments we model them using the software package STAR-CCM + .

e assume that the three-dimensional flow of each fluid phase is

overned by a combination of the continuity equation, 

 · v i = 0 , i = 1 , 2 (1)

nd the momentum conservation equation, 

d v i 
dt 

= − 1 

ρ
∇ P i + 

μi 

ρ
∇ 

2 v i , i = 1 , 2 (2)

i i 
ubject to the Young–Laplace boundary condition at the fluid-fluid

nterface: 

(P 1 − P 2 ) n = −(τ1 − τ2 ) · n + κσn (3) 

nd a no-slip boundary condition at the fluid-solid boundaries.

ere, τi = [ μi (∇ v i + ∇ v T 
i 
)] is the viscous stress tensor, v i the ve-

ocity, P i is the pressure, and μi the viscosity of the i th fluid, κ
s the interface curvature, σ is the surface tension, and the nor-

al vector n points away from the non-wetting phase. In addition,

he constant contact angle equal to the static contact angle is pre-

cribed at the fluid-fluid-solid interface. We also consider a two-

imensional approximation of the NS Eqs. (1) and (3) : 

 · v i = 0 , i = 1 , 2 (4)

nd the momentum conservation equation, 

d v i 
dt 

= − 1 

ρ
∇ P i + 

μi 

ρ
∇ 

2 v i −
12 

h 

2 

v i μi 

ρ
, i = 1 , 2 (5)
i i i 
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Fig. 7. The second repetition in cell A (first row), cell B (second row), cell C (third row), cell E (forth row), and cell F (fifth row) of drainage (first column) and imbibition 

(second column). 
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where over-bar ∗ denotes variables averaged over the depth of

the microcell. The two- and three-dimensional governing equa-

tions are solved with STAR-CCM + , which employs a finite vol-

ume discretization on unstructured grids and the volume of fluid

method to implicitly track the interface between two fluids. Pre-

vious studies (e.g., van Ertbruggen et al., 2008; Yang et al., 2016 )

have demonstrated the accuracy of STAR-CCM + for porescale flow

modeling. 

4.1. Deterministic two- and three-dimensional simulations 

It is common to assume that flow in (three-dimensional)

microfluidic cells can be accurately described by the two-

dimensional NS equations, given that the cell depth is much

smaller than the smallest pore throat. To test this assump-

tion for the studied system, we simulate the experiment with
 fully resolved three-dimensional model and the corresponding

epth-averaged two-dimensional model. The fluids distributions

btained from these simulations are shown in Figs. 11 and 12 ,

espectively. 

The two-dimensional simulations have 37,0 0 0 elements, and

he three-dimensional simulation has 150,0 0 0 elements. In both

wo- and three-dimensional simulations, the time step is 1e −5 s. 

We see the same general pattern in the simulations and ex-

eriments, i.e., the non-wetting fluid follows the same preferential

ath as in the experiments. However, we can also see some qual-

tative differences. In the three-dimensional simulation, the non-

etting fluid completely displaces wetting fluid in the preferential

ath during the drainage cycle, which is close to what we observe

n the experiments. On the other hand, in the two-dimensional

imulation, large “lenses” of the wetting fluid are left behind. No

uch lenses are observed in the experiments. Figs. 8 and 9 show
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Fig. 8. Interfacial length ( m ) at the end of the drainage (top) and imbibition (bot- 

tom) cycles obtained in the experiments and numerical simulations. Diamond- 

shaped symbols denote experimental results in A,B,D,E, and F cells; square- and 

triangle-shaped symbols denote results of the numerical simulations with CV = 0.05 

and 0.1, respectively; and “×” and “∗” denote the deterministic 2D and 3D simula- 

tions, correspondingly. 

Fig. 9. Saturation of the nonwetting fluid at the end of the drainage (top) and 

imbibition (bottom) cycles obtained in the experiments and numerical simula- 

tions. Diamond-shaped symbols denote experimental results in A,B,D,E, and F cells; 

square- and triangle-shaped symbols denote results of the numerical simulations 

with CV = 0.05 and 0.1, respectively; and “×” and “∗” denote the deterministic 2D 

and 3D simulations, correspondingly. 
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Fig. 10. Top : Definition of the master plane and the mapping process; Bottom : 

p ( ξ , η) of all the experimental results. 

Fig. 11. Three-dimensional simulation of (a) drainage and (b) imbibition with con- 

stant injection velocity 9.24 ×10 −4 m/s. 

Fig. 12. Two-dimensional simulation of (a) drainage and (b) imbibition with con- 

stant injection velocity 9.24 ×10 −4 m/s. 
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a  
he interface length and saturation of the non-wetting fluid at the

nd of the drainage and imbibition cycles calculated from the two-

nd three-dimensional simulations. In the three-dimensional sim-

lation, the interface length ( l d 
3 D 

= 2 . 93 mm) agrees better with

he mean interface length in the experiments ( l d exp = 2 . 14 mm)

han the interface length in the two-dimensional simulation ( l d =

2 D 
 . 3 mm). The same is true for the saturation results at the drainage

ycle end ( S d 
3 D 

= 56 . 75% , S d 
2 D 

= 55 . 78% , and S d exp = 64 . 12% ). Here,

ean interface length and mean saturation are defined as the av-

rage of interface lengths and saturations over all experiments. For

he imbibition cycle, the three-dimensional model is also more ac-

urate in predicting mean interface length ( l i 
3 D 

= 2 . 8 mm, l i 
2 D 

=
 . 03 mm, and l i 

sim 

= 3 . 6 mm), but the two-dimensional model is

oing a slightly better job for mean saturation ( S i 
3 D 

= 31 . 77% , S i 
2 D 

=
4 . 98% , and S i exp = 21 . 13% ). Given the large variability of the im-

ibition displacement patterns in the experiments, the latter eas-

ly could be a coincidence. Therefore, we conclude that the three-

imensional model describes the experimental results more accu-

ately than the two-dimensional model. We should note that both

he two- and three-dimensional models predict significantly larger

olumes of the wetting fluid trapped in the “corners” of the prefer-

ntial path during drainage than observed in the experiments. We

ttribute this to the fact that because of the manufacturing defects,

he corners in the cells are not as sharp as designed (and modeled

n the simulations). 

.2. Stochastic two-dimensional simulations 

Variability in different experiments in the same cells can be

ttributed to small variations in the pump injection rate. To
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Fig. 13. Two-dimensional simulation of (left column) drainage and (right column) 

imbibition with random injection velocity with mean 9.24 ×10 −4 m/s and CV = 0.05. 

Different rows are different realizations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Two-dimensional simulation of (left column) drainage and (right column) 

imbibition with random injection velocity with mean 9.24 ×10 −4 m/s and CV = 0.1. 

Different rows are different realizations. 

Fig. 15. Coefficient of variance of the interface length at the end of drainage (top) 

and imbibition (bottom) cycles experimentally observed in six microcells (square 

symbols) and computed from the stochastic simulations with CV = 0.05 (diamond) 

and 0.1 (triangle). 
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test this hypothesis, we simulate the experiment with a ran-

domly varying injection rate. We conduct two sets of five sim-

ulations with the coefficient of variance (CV) of the injection

rate (CV = σQ / Q , where σ Q and Q are the injection rate stan-

dard deviation and mean) set to CV = 0 . 05 ( Fig. 13 ) and 0.1

( Fig. 14 ). 

The coefficient of variance of 0.05 corresponds to the pump

accuracy (the syringe pump used in this study has a regular ac-

curacy ±5% based on the flow rate). Because of the high com-

putational cost of the three-dimensional model, we only conduct

two-dimensional stochastic simulations. Figs. 13 and 14 show the

same pattern as in the experiments. During drainage, the non-

wetting fluid saturates the preferential path and forms side fin-

gers, which vary in different (stochastic) simulations. At the im-

bibition cycle end, there is very high variability in the amount

and location of the trapped non-wetting phase. Because imbibi-

tion strongly depends on the initial distribution of fluid phases

( Herring et al., 2013 ), it is expected that (small) variations at the

end of drainage cycle have led to significant variations in the im-

bibition pattern. Figs. 8 and 9 show the interface length and satu-

ration of the non-wetting fluid at the end of the drainage and in-

filtration cycles calculated from the stochastic simulations. Fig. 15

shows the CV of the interface length at the end of the drainage

and imbibition cycles obtained in experiments and stochastic sim-

ulations. We can see that CV differs for each experimental cell. For

the drainage cycle, the CVs obtained from stochastic simulations

are within the range of CVs observed in the experiments. For imbi-

bition, the simulations overestimate CV. The simulations with dif-

ferent CVs of the injection rate result in approximately the same

CV of the interface length. It is also important to note that the

mean interface length and saturation obtained from the stochas-

tic simulations differ from the “mean-field” interface length and
aturation obtained from the two-dimensional deterministic sim-

lation. Our results also show that the mean of stochastic sim-

lations agrees better with the average behavior observed in the

xperiments than the results of the two-dimensional deterministic

imulation. 

The capillary number in the experiments (and the previously

resented simulations) is Ca = 1 . 82 × 10 −5 . It is known that in-

tability of immiscible flow increases with the decreasing Ca . In

ig. 16 , we show the results of five stochastic simulations with
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Fig. 16. Two-dimensional simulation of (left column) drainage and (right column) 

imbibition with random injection velocity with mean 9.24 ×10 −1 m/s and CV = 0.1. 

Different rows are different realizations. 
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Fig. 17. Top : p ( ξ , η) of simulation with variance of 0.05; Bottom : p ( ξ , η) of simu- 

lation with variance of 0.1. 

Fig. 18. Contour lines with p = 0 . 9 , p = 0 . 7 , p = 0 . 5 . 
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a = 1 . 82 × 10 −2 , which is 100 times larger than in the exper-

ments. The fluid distribution at the displacement cycle end is

early the same in all simulations. On the other hand, the flu-

ds distribution at the imbibition cycle end significantly varies be-

ween simulations, even for this relatively large Ca . 

The “point-wise” histogram of the non-wetting fluid distribu-

ion at the drainage cycle end, obtained from the stochastic sim-

lations, is shown in Fig. 17 . As in the experiments, variability in

he stochastic simulations is mainly in the side fingers’ size. Ex-

eriments also exhibit variability in the fluids distribution in the

referential flow path, including breakup and detachment from the

olid grains of the non-wetting fluid in some simulations. Unex-

ectedly, the variability is more pronounced in the simulations

ith the smaller variance of the injection rate. 

In Fig. 18 , we compare the contour lines of simulation and ex-

erimental histograms for several p values. There is a significant

ifference between the simulation and experimental p = 0 . 9 con-

our lines. Specifically, the numerical model underestimates the

ize of side fingers and over-predicts thickness of the “residual”
etting fluid film left on the obstacles forming the preferential

ow path. Contour lines corresponding to p = 0 . 5 and 0.7 agree

ithin 5% for the side fingers at the lower part of the domain,

ut they disagree for the upper side fingers. A similar comparison

 Fig. 19 ) between the deterministic simulations and experimental

esults shows that the three-dimensional simulation predicts the

xperimental results more accurately than the two-dimensional

imulation. For example, the three-dimensional simulation accu-

ately predicts that there is virtually no wetting fluid film left on

he obstacles forming the preferential flow path. 

. Conclusions 

The reproducibility of porescale multiphase flow experiments

ith small capillary number ( Ca = 1 . 82 × 10 −5 ) was investigated in

 microfluidic device. Six replicas of the devise were manufactured
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Fig. 19. Contour lines comparison between the deterministic simulations and the experimental results with different p values. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C  

 

 

H  

 

 

 

H  

L  

L  

L  

 

M  

 

M  

 

P  

 

S  

 

 

 

v  

 

W  

Y  

 

 

 

 

Z  

 

Z  

 

 

and up to five experiments were conducted in each replica. Dur-

ing drainage stage, we observed smaller variability in experiments

performed in the same cell than in experiments conducted in dif-

ferent cells. Even greater variation in the experimental results were

noted at the imbibition cycle end. 

Numerical simulations using the same parameters as the ex-

periments were performed in the exact same geometry both in

two and three dimensions. To reveal the impact of fluctuations

in the pumping flow rate, we simulated the flow both determin-

istically and statistically. We found that the deterministic three-

dimensional model is more accurate than the two-dimensional

model. 

Randomly varying (in time) the injection rate quantitatively

captured the variability observed in the experiments. The average

behavior of stochastic simulations was in better agreement from

the corresponding deterministic simulation and better agrees with

the average behavior observed in the experiments. 

For the larger capillary number ( Ca = 1 . 82 × 10 −2 ), we observed

nearly zero variability in the results of stochastic numerical simu-

lations of the drainage cycle, suggesting that the drainage experi-

ments could be “reproducible” for higher Ca . Variability in the im-

bibition results remained high, even for this relatively large Ca . To

confirm our conclusion that higher Ca is needed to obtain repro-

ducible experimental results, additional experimental studies are

needed. 
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