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Flow and transport within porous- and microtextured-walled channels is relevant to a number of natural
and industrial processes. Designing and optimizing the topology of the pores and/or microstructure
to achieve target performance at the system scale (or macroscale) is still an open question. In this
work, we study whether hydrodynamic dispersion in microfluidic channels with walls structured
by obstacles can be modeled by dispersion in channels with porous walls described as continuous
porous media of zero or finite permeability. We perform single phase microfluidic non-reactive flow
experiments in channels embedded in micropatterns with different topologies. Specifically, we focus
on transverse riblets and arrays of pillars as examples of impermeable and permeable obstructions,
respectively. We compare the experimental results with three models: 3D pore-scale simulations which
resolve the micropattern geometry explicitly and two upscaled models which treat the micropattern
as a continuum of zero or finite permeability. This study demonstrates that polydimethylsiloxane
micromodels with appropriately patterned surfaces can be successfully employed to validate various
continuum-scale modeling approximations in different physical regimes, identified by the order of
magnitude of the Péclet number and the obstruction permeability. Published by AIP Publishing.
https://doi.org/10.1063/1.5031776

I. INTRODUCTION

A variety of natural and industrial processes are character-
ized by flow and transport within porous- or (micro)textured-
walled channels. Some examples include contaminant trans-
port in fractured rocks, flows over sediment beds (Goharzadeh
et al., 2005; Nikora et al., 2001; and Liu et al., 2013), veg-
etation (Papke and Battiato, 2013; Battiato and Rubol, 2014;
Rubol et al., 2016; and Rubol et al., 2018) and slippery liquid-
infused porous surfaces (Cui et al., 2015 and Hou et al., 2015),
and ultrafiltration of colloids (Maruf et al., 2013), just to men-
tion a few. Examples of flows over micropatterns in the form of,
e.g., villi, posts, riblets, etc., include nutrient uptake from roots
(Marschner and Dell, 1994 and Gilroy and Jones, 2000), flows
above carbon nanotube (CNT) forests and superhydrophobic
surfaces (Deck et al., 2009; Battiato, 2012; and 2014), nutri-
ent delivery in micro-fluidic bioreactor devices (Gruenberger
et al., 2013 and Griffiths et al., 2013), and chaotic mixing
in microchannels (Stroock and Whitesides, 2003 and Stroock
et al., 2002).

While seemingly different, these systems share some
unique features: their overall macroscopic response is regu-
lated by the exchange of mass and momentum through the
shared channel-obstruction interface and by the obstruction
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topology. Yet, relating the (pore-scale) obstruction topology
to the response function at the system scale remains largely
unaddressed (Bouquet and Lauga, 2011).

Direct numerical simulations, which explicitly resolve the
obstruction topology, are often too computationally intensive
when a great disparity of scales between the micropattern
and the device (or system) exists. When direct numerical
simulations do not represent a viable option due to their
computational cost, two complementary approaches can be
employed. On the one hand, microfluidic devices have been
a well-vetted experimental tool to study transport in porous
media and through arrays of obstacles (riblets, pillars, etc.).
However, their unit cost may be relatively high and this may
significantly hinder one’s practical ability to fully explore the
topology parameter space.

An alternative approach is to use upscaled (effective,
macroscopic) models, where the obstruction is treated as a
porous continuum/matrix (and not as an array of discrete obsta-
cles) (Griffiths et al., 2013; Dejam et al., 2014; and Ling et al.,
2016). Yet, existing effective models that describe flow and
transport in channel-matrix systems have rarely been exper-
imentally tested nor validated in the context of microfluidic
devices: this is because the use of microtextured channels
to validate upscaled models presents its unique challenges
(as opposed to microchannels whose entire cross section is
occupied by obstacles).

The main question is whether a few layers of discrete
obstacles can be modeled as an effective continuum, and
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consequently, whether or not microfluidics experiments in
microchannels with textured/patterned walls could be both
employed as surrogates of more complex channel-matrix cou-
pled systems and used to validate existing theories. In fact,
besides dynamic constraints (Battiato and Tartakovsky, 2011;
Ling et al., 2016; and Korneev and Battiato, 2016), the under-
lying assumption of any upscaled model is that separation of
geometrical length scales between the micro- and macro-scale
exists (Wood, 2009); i.e., the typical length scale associated
with the obstacles (e.g., their mean diameter d) should be much
smaller than a characteristic length at the macroscale (e.g., the
length of the microfluidic chip L). This constraint guarantees
the existence of a Representative Elementary Volume (or REV)
of size W such that d � W < L, where W is the entire width
of the obstruction/patterned region. This condition can be eas-
ily enforced by design when the microchip is occupied by
solid obstacles throughout its width (Willingham et al., 2010
and Zhang et al., 2010). However, when the obstacles do not
occupy the entire cross section of the microchannel, due to the
presence of a preferential flow path (i.e., fracture/channel), the
identification of an appropriate REV may be problematic and
micromodels’ capability to serve as appropriate surrogate sys-
tems for the validation of theoretical models of channel-matrix
dynamics becomes uncertain. Although a number of studies
have successfully employed porous media theory to describe
mean flow and transport through a variety of micro-patterned
channels and pipes ranging from viscous flow over microvilli
in capillaries, microscopic cellular membrane protrusions with
hair-like structures (e.g., Weinbaum et al., 2003), to turbulent
flows over CNT forests and vegetation (e.g., Battiato et al.,
2010 and Battiato, 2014), no experimental study exists to sup-
port the validity of such an approximation, whose schematic
is shown in Fig. 1.

Here, we focus on passive solute transport in thin porous
channels with controlled microtexture and study whether
hydrodynamic dispersion in microfluidic channels with walls
structured by obstacles can be modeled by dispersion in chan-
nels with porous walls described as continuous porous media
of zero or finite permeability. In this work, we combine local
optical measurements, upscaled models, and fully resolved
pore-scale 3D computational dynamics simulations to investi-
gate the validity of such an assumption. Specifically, we com-
pare experimental data from microfluidic cells patterned with

FIG. 1. Conceptualization of the possible linkage between (microfluidic)
experiments in channels with controlled microtexture (left) and models of
coupled channel-matrix systems (right) where any array of discrete obsta-
cles composing the matrix is treated as a porous continuum with effective
properties, e.g., porosity φ and permeability k.

different topologies (transverse riblets and arrays of cylinders)
with fully resolved pore-scale simulations and two macro-
scopic transport models developed by Dejam et al. (2014) and
Ling et al. (2016) that account for either purely diffusive or
dispersive transport in the matrix, respectively. The scope of
the study is twofold. On the one hand, we demonstrate that
patterned microfluidic chips can be used as experimental sur-
rogates of channel-matrix systems, and on the other hand, we
examine the influence of pore-scale matrix topology on macro-
scale (continuum-scale) solute dispersion. Importantly, these
sets of experiments can be used to directly assess whether
or not a continuum approximation is valid in the presence of
a limited number of obstacles (Valdes-Parada et al., 2009).
Furthermore, the experiments are designed to highlight the
significance and influence of the obstruction geometry (par-
ticularly as it affects its permeability) on the accuracy of
the two upscaled models in different Péclet number regimes
and to develop a phase diagram to identify the applicability
conditions of each macroscopic solution.

The paper is organized as follows: Sec. II describes the
experimental setup, the calibration procedure, and the exper-
imental matrix. In Sec. III, we present the setup of our three-
dimensional simulations and review the analytical macro-
scopic models describing passive transport in a thin channel
embedded in permeable (Ling et al., 2016) and impermeable
(Dejam et al., 2014) matrices. Experimental and numerical
results are discussed in Sec. IV. We conclude with Sec. V.

II. EXPERIMENTAL SETUP
A. Micromodel fabrication

The micromodels used in this study have been fabricated
at the Pacific Northwest National Laboratory, applying stan-
dard microphotolithography techniques. First, the flow layer
features, including the channel and the porous matrix, are
printed on a mask, Fig. 2. A separate silicon wafer is then spin-
coated with an SU-8 photoresist before the wafer is exposed to
UV light with the printed mask placed on top of it. The exact
same pattern is created on the silicon wafer during the devel-
oping process. The silicon wafer is subsequently placed on a
hot plate for heat treatment at a temperature of 180 ◦C and kept
for 30 min. After this treatment, the developed features have a
depth Hz = 80.0 µm, equal to the depth of the channel, see Fig. 3
for a view of the microchannel geometry, while the depth of
the inlet structure is 28.0 µm in order to provide complete seal-
ing from the control layer. The channel length is L = 15 mm,
the fracture aperture is 2b = 0.5 mm, and the pattern width is
W = 1.5 mm (see Fig. 2). The cell depth is designed based
on the typical Hele-Shaw cell length ratio (0.1–1) between the
depth and the characteristic length scale of the pore geometry
which, in our study, is the shortest distance between obstacles
(i.e., pore throat) (Ul Islam and Gandhi, 2016). A mixture of
polydimethylsiloxane (PDMS) base and PDMS curing agent
is employed to produce replicas of the silicon micromodels
using the wafer as the mold. PDMS is poured onto the wafer
and, after the curing process, the flow layer of the micro-
model is obtained, Fig. 2. A control layer is bound to the flow
layer to keep the interior surfaces uniform and to control the
inlet flow. The control layer is patterned with an air valve,
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FIG. 2. Schematics of the experimen-
tal setup: (a) axonometric view of a
portion of the micromodel where the
microstructures occupy the entire depth
of the micromodel; the flow direction is
indicated by the red arrow; (b) exterior
flow system; (c) top view of portions
of three micromodels with different
matrix topologies. Dye concentration
increases with the green color intensity.

a thin elastomeric membrane which deforms when air pressure
(∼10 psi) is applied. The membrane, beneath the flow chan-
nel, bends toward the interior surface of the channel when air
is injected beneath it. The deformed membrane seals the flow
channel to prevent premixing in the external piping system,
while ensuring that the concentration of the incoming solu-
tion is uniform. In the final fabrication step, the micromodel
is bounded to a glass slide using plasma and cured for 12 h
at 75 ◦C.

Alexa Flour 488 (ThermoFisher Scientific, Inc., San
Diego, CA), a green fluorescent dye, is used for visualiza-
tion and measurement of the concentration in the micro-
models. The initial concentration (c0) of the dye solution is
34.40 µmol l−1. The molecular diffusion coefficient of Alexa
488 in water is D0 = 4.35 × 10−10 m2 s−1 at 20 ◦C (Petrášek
and Schwille, 2008). Other properties (e.g., viscosity and den-
sity) of the dilute dye solution are considered the same as
those of deionized (DI) water. In all experiments, the labo-
ratory temperature is set to 21 ± 0.5 ◦C. Thus, all fluid and
transport properties are assumed to be constant throughout
all experiments. The micromodels are placed on a motor-
ized stage (Prior Scientific Instrument, Inc., Rockland, MA),

FIG. 3. Micromodel design with a valve system.

controlled by NIS-Elements (Nikon, Melville, NY) software,
and images of fluorescent intensity fields are recorded by a
CCD camera attached to a Nikon Ti Epi-fluorescence micro-
scope (Nikon, Melville, NY) with a 4× objective. During
each experiment, typically lasting approximately 30 min,
500-1500 pictures are taken. In every experiment, the micro-
model is first saturated with DI-water, using inlet B before
injection of the dye solution; see Fig. 2(b). After visual inspec-
tion of the saturation, water injection is interrupted. To prevent
pre-mixing during this phase in the exterior tubing system, the
air valve [A in Fig. 2(b)] is kept closed. The dye solution is
then injected from inlet C [Fig. (2b)] by using a syringe pump
(New Era, Farmingdale, NY) at a constant volumetric flow rate
(Q). Since the dye solution would occupy the tubing compo-
nents between valves A, B, and C, at the beginning of the dye
injection experiment, valve A is opened, while B is closed.
After each experiment, the tubing system and the micromodel
are thoroughly cleaned.

The concentration of the fluorescent solute is computed
using intensity-concentration calibration curves, c(I), where c
[-] is the concentration normalized by the inlet concentration c0

and I [-] is the light intensity. To prevent ambient light pollution
during the measurement, the micromodel is covered by black
foil. First, we test several exposure times to determine those
that lead to the best linear relationship between light intensity,
I, and concentration, c, as shown in Fig. 4. The calibration is
performed using the linear relationship

I1 = I0 + αc, (1)

where α is the calibration constant and I0 and I1 are the light
intensities measured in zero-concentration and fully fluores-
cence saturated domains (the inset of Fig. 4), respectively. The
results show that an exposure time of 75 ms yields the best
linearity (with α = 1.56 × 104 [-]). As a result, the exposure
time was set to 75 ms in all experiments.
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FIG. 4. Intensity-concentration relations for three exposure times. The error
bar represents three standard deviations.

B. Obstruction topology and experimental matrix

To test the ability of patterned microchannels to act as
surrogates of coupled channel/porous medium flow systems,
we design different pattern geometries to represent both highly
permeable and nearly impermeable matrices: (i) aligned and
staggered cylindrical posts (referred to as C structures) and (ii)
rectangular riblets perpendicular to the main flow direction
(referred to as R structures), respectively. The experimental
matrix is listed in Table I.

The different matrix structures and obstacles’ dimen-
sions are illustrated in Table I. The C structures have 5 rows
of aligned or staggered cylinders. The transverse riblets can
model matrices with zero longitudinal permeability since the
net flux through the pattern is zero in the flow direction. While

TABLE I. Overview of experimental conditions: volumetric flow rate Q,
Péclet number Pe, structure porosity φ, and obstacles’ dimensions d and w,
as defined in Fig. 2. For all micromodels, the chip’s length and depth are
L = 15 mm and Hz = 80.0 µm, respectively, the porous matrix width is
W = 1.5 mm, and the channel aperture is b = 0.25 mm.

Q (µl h�1) Péclet (-) φ (-) d (mm) w (mm)

C1-10 10 40.3
C1-50 50 201.9 0.65 0.08 0.12
C1-100 100 403.7

C2-10 10 40.3
C2-50 50 201.9 0.48 0.24 0.3
C2-100 100 403.7

C3-10 10 40.3
C3-50 50 201.9 0.65 0.08 0.04
C3-100 100 403.7

R1-10 10 40.3
R1-50 50 201.9 0.65 0.11 0.2
R1-100 100 403.7

R2-10 10 40.3
R2-50 50 201.9 0.48 0.11 0.1
R2-100 100 403.7

the matrix structures considered in this study may rather accu-
rately represent typical topologies in engineered systems, they
greatly deviate from natural porous media, e.g., rocks. How-
ever, spatially periodic representations of micro-structures of
geologic porous media are routinely used to derive macro-
scopic properties and effective models of phenomena taking
place in disordered, but statistically homogeneous, media that
lack such periodicity [Whitaker (1999); Hornung (1997); and
Nitsche and Brenner (1989), Sec. 2 and the references therein].
Experiments are performed at three different Péclet numbers,
Pe, for each configuration with

Pe B
Ub
D0

, (2)

where

U =
Q

2bHz
(3)

is the inlet mean velocity, b and Hz are the channel half-width
and depth, respectively, and D0 is the molecular diffusion coef-
ficient. Concentration transect data at one location (i.e., the
center of the channel, at x̃ = 8 mm) along the flow direction
are collected.

In Fig. 5, we plot the measured breakthrough curves
(BTCs) for the entire experimental matrix. In Sec. III, we
present the three models used to predict the experimental
BTCs.

III. MODEL FORMULATION

In this study, we compare the experimental breakthrough
curves measured at the center of the channel with those cal-
culated from three different models, one at the pore-scale and
two at the continuum-scale. The models are discussed in the
following.

A. Pore-scale equations and numerical
model validation

Incompressible flow and passive transport at the pore-
scale is described by the incompressible Navier-Stokes equa-
tion and the advection-diffusion equation (ADE) in three
dimensions,

∂ũ

∂̃ t̃
+ (ũ · ∇̃)ũ +

1
ρ
∇̃P̃ = ∇̃ · (ν∇̃ũ), ∇̃ · ũ = 0, (4a)

∂c
∂ t̃

+ ũ · ∇̃c − D0∇̃
2c = 0, (4b)

where c [-] is the concentration normalized by the inlet con-
centration c0, ũ = [ũ, ṽ , w̃] is the dimensional velocity vector
field, P̃ is the dimensional pressure, and ρ and ν are the den-
sity and kinematic viscosity of the fluid, respectively. Since
we consider aqueous dilute solutions, the density and viscos-
ity are set to those of water, ρ = 1000 kg/m3 and ν = 10−6 m2/s.
The physical boundaries of the simulation domain are shown
in Fig. 6(a), where we only model half of the entire chip
(a symmetry boundary condition is imposed along the channel
axis, Γc). The inlet and outlet boundaries are denoted as Γi and
Γo, respectively, while Γw denotes all the impermeable walls,
i.e., obstacles, top/bottom surfaces, and any other solid surface
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FIG. 5. Comparison of breakthrough curves from the experiments (hollow black markers), 3D simulations (solid red lines), diffusive model (black dashed lines),
and dispersive model (solid blue lines). The physical time is rescaled and normalized: t0 represents the time when c = 0.1 and Tadv = L/U.

of the chip. The constant inlet flow rate is imposed on Γi to
exactly match the experimental conditions, i.e.,

ũ = (U, 0, 0), n · ∇̃P̃ = 0 for x̃ ∈ Γi, (5a)

n · ∇̃ũ = 0, P̃ = P̃out for x̃ ∈ Γo, (5b)

ũ = 0, n · ∇̃P̃ = 0 for x̃ ∈ Γw, (5c)

n · ∇̃ũ = 0, n · ∇̃P̃ = 0 for x̃ ∈ Γc, (5d)

where x̃ is the position vector, P̃out is set to ambient pressure
(i.e., P̃out = 0), U is the inlet mean velocity defined by (3), and
the experimental volumetric flow rates Q are listed in Table I.
For transport, we impose a continuous injection (Dirichlet)

condition at the inlet c = 1 and a zero-gradient boundary con-
dition at the outlet, together with symmetry conditions on
Γc. The three-dimensional geometry of the chip is imported
directly from the design drawings of the experimental chips.
The only difference between the real chip and the reconstructed
one is in the length of the inlet rectangular channel, which is
reduced to curb computational costs of the 3D simulations.
The system of Eqs. (4) and (5) is solved using OpenFoam®.
Meshing and pre-processing are performed using the Open-
Foam mesh generator, SnappyHexMesh. An example of the
mesh detail is shown in Fig. 6(b). We use 12 mesh cells in
the z-direction. The minimum number of cells in the thinnest
pore throats is 12. The 3D models for cells with C1, C2,

FIG. 6. (a) Three-dimensional compu-
tational domain for matrix topology C3;
(b) concentration field from the experi-
ments (left) and simulation (right) under
the same condition; (c) finite volume
mesh near the inlet.
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C3, R1, and R2 pore geometries have between 6 000 000 and
7 000 000 elements. Figure 6(c) shows good agreement
between the pore-scale concentration distribution imaged in
one of the experiments and the corresponding simulated
concentration field at the same location. Direct numerical
simulations are used both to make direct predictions of the
experimental breakthrough curves and to parametrize upscaled
models (as discussed in Sec. III B). We emphasize that the
3D simulations have no fitting parameters. The difference in
the concentration arrival time (e.g., the time t0 when c = 0.1)
between the experiments and simulations due to a difference
in the simulated entrance length is addressed by accounting
for the time shift t0, i.e., the physical time t̃ is rescaled as

t =
t̃ − t0
Tadv

, (6)

where Tadv is the advective time scale Tadv = L/U. The BTCs
predicted by direct numerical simulations are overlaid to the
experimental ones in Fig. 5 (red lines). Among most simula-
tions (14 out of 15), the 3D model predictions have an average
percentage error of E% = 6% or less, as shown in Fig. 7,
with

E% =
1
N

N∑
i=1

|〈cf 〉i,3D − 〈cf 〉i,Data |

〈cf 〉i,Data
, (7)

where N is the number of experimental data points for each
run. Once the code has been validated, the 3D pore-scale sim-
ulations can be used (i) as a virtual laboratory to directly study
the impact of micropattern topology on macroscale dispersion
and (ii) to investigate the validity of some of the approxima-
tions of macroscopic models, where the pattern is treated as
an effective porous medium, as described in Sec. III B.

B. Upscaled models

From a theoretical point of view, the difficulty of study-
ing solute transport in micropatterned channels lies (i) in the
dynamic coupling between the two regions (channel of aper-
ture 2b and obstruction/matrix of width W, Fig. 2) and (ii) in
the need to incorporate different geometrical properties of the
matrix into flow and solute transport models at larger scales
(macroscale). Under the hypothesis that an array of discrete
obstacles can be treated as a porous continuum, both objectives

FIG. 7. Average percentage error, defined in (7), of the breakthrough curves
as predicted by the 3D numerical simulations versus the experimental ones.

are addressed by mathematical upscaling (e.g., homogeniza-
tion method, stochastic homogenization, and volume averag-
ing). These techniques are employed to derive 1D macroscopic
models for the average concentration in the channel 〈cf 〉(x, t)
[and the matrix 〈cm〉(x, t)] under the assumption of a thin chan-
nel (i.e., b � L) and to determine the effective dispersion
coefficient in the channel in terms of matrix properties. Yet,
most one-dimensional thin channel models (Tang et al., 1981
and Dejam et al., 2014), as well as two-dimensional disper-
sion models (Roubinet et al., 2012), assume purely diffusive
transport in the matrix and routinely neglect its permeabil-
ity or any dispersive transport in it. Only recently, attempts
to account for matrix permeability have been undertaken
(Griffiths et al., 2013 and Ling et al., 2016). For example,
Ling et al. (2016) utilize perturbation theory and upscal-
ing techniques to obtain the channel dispersion coefficient in
terms of matrix porosity and permeability. Notwithstanding
the existence of numerous theoretical models to characterize
mean concentration distribution in such coupled systems, there
is no experimental evidence of their validity or regimes of
applicability. Additionally, most macroscale models contain
parameters that cannot be determined from experiments either
because they are primarily empirical factors that cannot be
clearly related to a specific physical process or because they
may be difficult to measure. As a result, identification of a rela-
tionship between the pore-scale matrix structure and channel
dispersion becomes challenging.

In this section, we compare the experimental concen-
tration data with two upscaled models of passive transport
in coupled channel-matrix systems for non-permeable (Dejam
et al., 2014) and permeable (Ling et al., 2016) matrices
and investigate the impact of pore geometry on the macro-
scopic concentration field. Both solutions describe the spatio-
temporal evolution of the dimensionless concentration in the
channel and the matrix averaged over the channel and matrix
width, 〈cf 〉 and 〈cm〉, where 〈·〉 defines an averaging operator

〈·〉 =
1

L?

∫ L?

0
· dy, (8)

where L? = 1 is the dimensionless channel width and
L? = −h with h = W /b being the dimensionless matrix width.
In the following, we refer to the two models proposed by Dejam
et al. (2014) and Ling et al. (2016) as “diffusive-matrix” and
“dispersive-matrix” models, respectively.

1. Diffusive-matrix model

Under the hypothesis that the discrete obstacles can be
treated as a porous continuum impermeable to flow, where
mass transport is entirely controlled by diffusion from the
channel into the matrix, the average concentration in the
channel and the concentration in the matrix, 〈cf 〉 and cm, satisfy

εPe
∂
〈
cf

〉
∂t

+ εPe
7
5

Vm
∂
〈
cf

〉
∂x

= ε2Dd
∂2〈cf

〉
∂x2

− 3
(〈

cf
〉
−

〈
cm

〉)
,

(9a)

εPe
∂cm

∂t
= Dm

∂2cm

∂y2
, (9b)
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where

ε =
b
L

, x =
x̃
L

, y =
ỹ
b

, (10)

Vm is the dimensionless average velocity, Dm = D̃m/D0 is
the effective molecular diffusion coefficient in the matrix,
D̃m, normalized by D0 (Dejam et al., 2014), and t is defined
by Eq. (6). The dimensionless dispersion coefficient in the
channel is given by

Dd = 1 +
1

175
Pe2. (11)

The model is based on the assumption that the concentra-
tion distribution in the fracture is well homogenized in the
y-direction and that, as a result, 〈cf 〉 is a function of only x and
t. Dejam et al. (2014) showed that their model is capable of
successfully modeling passive transport in fractures embedded
in impermeable matrices for Pe numbers ranging from 10−2 to
104. Additional details about the model can be found in Dejam
et al. (2014).

The diffusive model has two unknown parameters, Vm

and Dm, and we determine them by least-square fitting. The
fitted BTCs for the diffusive-matrix model are shown in Fig. 5
(dashed black lines) for all topologies, while the fitted values
are listed in Table II (third column).

2. Dispersive-matrix model

The model proposed by Ling et al. (2016) explicitly
accounts for a permeable matrix with porosity φ [-] and per-
meability k [L2]. It describes the spatio-temporal evolution of
the average pore-scale concentration in the channel and the
matrix, 〈cf 〉 and 〈cm〉, up to errors of order ε ,

Pe

(
∂
〈
cf

〉
∂t

+
〈
uf

〉∂〈cf
〉

∂x

)
= εD?

f

∂2〈cf
〉

∂x2
+ φPe

〈
um

〉∂〈cm
〉

∂x

−
3φDmy

ε2h

(〈
cf

〉
−

〈
cm

〉)
, (12a)

Pe

(
∂
〈
cm

〉
∂t

+
〈
um

〉∂〈cm
〉

∂x

)
= εD?

m
∂2〈cm

〉
∂x2

−
Pe

〈
uf

〉
φh

∂
〈
cf

〉
∂x

+
3Df

ε2φh

(〈
cf

〉
−

〈
cm

〉)
, (12b)

where Df is the dimensionless effective molecular diffu-
sion coefficient in the channel and Dmy is the dimensionless
effective molecular diffusion coefficient in the matrix in the
y-direction. Here, we set Df = Dmy = 1; i.e., the effective
diffusion coefficients in the fracture and matrix are equal to
molecular diffusion. The averaged dimensionless velocities
〈uf 〉 and 〈um〉 in the channel and matrix are the vertically aver-
aged velocity profiles obtained by solving the coupled Stokes
equation in the channel and the Darcy-Brinkman equation in
the matrix (Ling et al., 2016), where the dimensionless veloc-
ities uf and um are obtained by normalizing ũf and ũm by the
inlet velocity U,

uf (y) = −
Ψ

2
(y2 + Ay + B), y ∈ (0, 1), (13a)

um(y) = −
Ψ

λ2
(1 + Eeλy + Fe−λy), y ∈ (−h, 0), (13b)

where

Ψ =
b2

µU
∇̃P̃ (14)

TABLE II. Fitting parameters and modeling errors for each geometry calculated at x̃ = 8 mm.

3D model equation (6) Dispersive model equation (6) Diffusive model equation (4)

λ Ψ Dm Vm

Runs t0/Tadv E3D × 10�2 calculated t0/Tadv EDisp × 10�2 fitted t0/Tadv EDiff × 10�2

C1-10 0.246 0.88 5.77 �75.72 0.526 1.23 1.00 100 1.047 2.44
C1-50 0.710 0.96 7.21 �75.81 0.652 1.58 0.52 100 1.000 1.72
C1-100 0.140 0.80 5.94 �75.72 0.020 0.58 0.46 100 0.260 1.15

C3-10 0.246 0.71 4.63 �72.9 0.541 0.18 1.00 100 1.060 2.17
C3-50 0.265 0.66 6.63 �73.0 0.219 0.28 0.52 100 0.570 1.40
C1-100 0.270 0.59 6.63 �73.39 0.155 0.16 0.46 100 0.405 1.19

R1-10 0.738 0.42 200 �124.0 0.292 0.28 0.46 16.7 0.577 0.71
R1-50 0.636 0.98 316 �124.4 0.101 1.77 0.52 19.3 0.419 0.48
R1-100 0.552 0.65 251 �124.3 0.051 1.15 0.32 26.8 0.057 0.52

C2-10 0.465 0.71 17.5 �95.7 0.479 1.12 1.38 100 1.025 2.59
C2-50 0.128 0.86 21.8 �95.6 0.113 0.83 0.52 72.0 0.203 0.09
C2-100 0.070 1.53 21.8 �95.4 0.204 1.92 1.00 10 0.238 1.23

R2-10 0.461 0.47 1260 �126.9 0.032 2.04 0.46 10 0.273 0.53
R2-50 0.250 0.78 1580 �129.3 0.310 0.91 0.52 100 0.069 0.82
R2-100 0.576 0.28 794 �128.1 0.044 1.15 0.52 1000 0.334 0.78
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is the dimensionless pressure gradient (with µ the dynamic vis-
cosity and ∇̃P̃ the dimensional pressure drop). The integration
constants A, B, E, and F in (13) are defined by

A = 2, (15a)

B = 2λ−2(−1 + eλh)(−1 + eλh + λ + λeλh)(1 + e2λh)−1, (15b)

E = eλh(−1 + λeλh)(1 + e2λh)−1, (15c)

F = (λ + eλh)(1 + e2λh)−1, (15d)

where

λ =:
1
√

Da
=

b
√

k
(16)

is the square root of the inverse Darcy number. The dispersion
coefficients D?

f and D?
m explicitly depend on λ (i.e., on the

matrix permeability k) and are given by

D?
i = 1 + Pe2Ii(λ, h,Ψ), i = { f , m}, (17)

where Ii(λ, h,Ψ) =
〈
ui ∫

y
0 ∫

y
0 u′i (y)dydy

〉
, and u′i = ui − 〈ui〉

is the velocity fluctuation. For the fracture, direct integration
gives

If =
Ψ2

105




1 +
7
3

(
eλh − 1

) [
eλh − 1 + λ(1 + eλh)

]

λ2 (1 + e2λh) 


. (18)

The upscaled equations (12) have the classical structure of
standard advection-dispersion equations other than the last two
terms in the RHS. The source/storage term (〈cf 〉 − 〈cm〉) cou-
ples the equations and describes the mass exchange between
the matrix and the channel. The second term on the RHS
provides an additional contribution due to concentration gradi-
ents along the channel and originates from the advective fluxes
due to the presence of a matrix with non-zero finite permeabil-
ity. An additional explanation about the model can be found
in Ling et al. (2016). It is worth emphasizing that, different
from the classical form of Taylor dispersion coefficient [see
Eq. (11)], the dispersion coefficient in the dispersive-matrix
model, defined by Eq. (17), explicitly depends on the matrix
effective properties, including its permeability. The model
is valid under the assumptions that ε � 1 and Pe < ε−1/2.
Details of the model derivation and validation can be found in
Ling et al. (2016).

All geometric parameters in the model (12)–(18), e.g.,
the dimensionless matrix height h, can be directly measured
from the experimental setup. Instead, direct experimental
measurements of the normalized pressure drop Ψ and the
inverse dimensionless permeability λ, defined by (14) and
(16), present challenges. On the one hand, the pressure drop
cannot be accurately measured due to the relatively short length
L of the microfluidic chip; on the other hand, permeability
cannot be directly evaluated from tracer experiments. Here,
we use the 3D pore-scale simulations developed in Sec. III A
to determine Ψ and λ. Specifically, Ψ can be directly calcu-
lated from spatially averaging the inlet and outlet pressure
(along the transverse cross section of the channel) once pres-
sure distribution throughout the microchannel is numerically
determined.

In order to determine the obstruction permeability k (or
equivalently λ), we first average the horizontal component of
the 3D velocity field u(x, y, z), evaluated at x = 0.53, i.e.,
x̃ = 8 mm, and z = 0.5 (with z = z̃/Hz), i.e., z̃ = 40 µm, over
an x–y volume of size w2, i.e.,

u3D(y) =
1

w2

∫ y+w

y−w

∫ 0.53+w

0.53−w
u(ξ, η,

1
2

)dξdη,

ξ ∈ [0.53 − w, 0.53 + w], η ∈ [y − w, y + w], (19)

to obtain an average velocity u3D, which is only a function of
y. We then fit the Stokes and Darcy-Brinkman velocity solu-
tions (13) with u3D(y) by using λ as the fitting parameter. The
spatially averaged 3D velocity profiles at the z = 0.5 z-plane
(i.e., at the center plane of the channel, z̃ = 40 µm) and cross
section x = 0.53 (i.e., at the center of the channel, x̃ = 8 mm)
are plotted in Fig. 8 in gray, together with the fitted analytical
solution (in black). The Ψ and λ values are listed in Table II
(second column).

Once Ψ and λ are determined, the breakthrough curves
can be predicted without any further calibration by solving
the 1D system of Eqs. (12). The BTC predictions from the
dispersive model are indicated in blue in Fig. 5. We would
like to emphasize that since Ψ and λ are determined from an
independent set of data (namely, 3D flow simulations), the
calculated BTCs can be thought of as fit-free. This approach
can be extended to fracture-matrix systems that involve nat-
ural rocks (or their 2D prints from XCT scans) where the
pressure drop and permeability can be determined via core
experiments. Such experiments could in fact shed new light
on both the impact of realistic complex morphologies on
mass and momentum transport across the fracture-matrix
interface, as well as on the coupling between matrix

FIG. 8. Comparison between the longitudinal velocity (x-direction) calcu-
lated from Eq. (13) and the simulated velocity which is averaged from the
result of Eq. (4). Gray curves are the averaged velocity profiles obtained from
the 3D model, and black curves represent the fitted profiles using Eqs. (13a)
and (13b).
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morphology and rocks’ chemical heterogeneity in the context
of reactive transport.

IV. DATA COMPARISON AND DISCUSSION

The comparison between the experimental data and the
three models discussed earlier is shown in Fig. 5. The exper-
imental data are represented by open symbols, while the
red, blue, and black curves are the BTCs predicted by 3D
simulations, the dispersive-matrix models, and the diffusive-
matrix models, respectively. The full dataset is available
at https://www.digitalrocksportal.org/projects/140. To quan-
titatively assess the match between each model and the
experimental results, we calculate the least square error

Ej =

√∑N
i=1

(
〈cf 〉i,j − 〈cf 〉i,Data

)2

N
, j =

{
3D, Diff, Disp

}
,

(20)
where 〈cf 〉i,j is the j-model fitted concentration at time ti,
i = {1, . . ., N}, and the subscripts “3D,” “Diff,” and “Disp”
refer to the 3D numerical simulations and the upscaled model
that accounts for a purely diffusive matrix and dispersive
matrix, described by Eqs. (4), (9), and (12), respectively.
A summary of the data (least square error, fitting values,
and/or predictions) pertaining the three models is presented
in Table II.

Both Fig. 5 and Table II show that the fit-free pore-scale
3D simulations are in good agreement with the experimen-
tal data for all ranges of Péclet numbers and topologies, with
least-square errors almost consistently less than 10−2, with the
exception of case C2-100.

To determine the applicability regime for the two macro-
scopic models, in Fig. 9, we plot the ratio EDisp/EDiff

for all considered geometries as a function of the Péclet
number and λ. In this figure, the errors are computed at points
indicated by circles, and the color map is obtained by cubic
interpolation of the computed points. Figure 9 shows that

FIG. 9. Error ratio EDisp/EDiff plotted in Péclet number (Pe) and λ space
(Pe, λ). Symbols represent the calculated values of EDisp/EDiff for any given
geometry and Pe, while the color field is obtained by cubic interpolation of
the measurement points.

the dispersive-matrix model (12) is more accurate than its
diffusive counterpart for those structures with significant
advective transport between obstacles (i.e., C1, C2, and C3)
(blue region in Fig. 9, EDisp/EDiff < 1). Instead, the diffusive-
matrix model performs better on R1 and R2 structures, where
the transverse riblets block any longitudinal advective flux
through the pattern and the transport inside the microstruc-
ture is mostly diffusive (red region in Fig. 9, EDisp/EDiff > 1).
We emphasize that, while Fig. 9 provides information about
the comparative performance between the dispersive and dif-
fusive models, Table II lists the individual model errors.
When Pe is large, the transport is advection driven and the
concentration reaches its maximum in a very short period
of time; as a result, the impact of the matrix geometry on
macroscale transport is small and the error between the dis-
persive and diffusive models becomes similar. Instead, when
Pe decreases, the influence of the geometry becomes pro-
found: this is reflected by the domains of applicability of
the different solutions. Furthermore, when λ . O(10) (i.e.,
high permeability values, k ≥ 10−10 m2), the fitted val-
ues for λ have small variations for the same microstructure
(C1, C2, and C3) at different Péclet numbers. This suggests that
a unique permeability value k (or its dimensionless counterpart
λ) can be experimentally determined for each microstructure,
further validating the hypothesis that the obstruction can be
treated as a continuum. On the other hand, the scatter in the
fitted λ increases for R1 and R2 structures, where the effective
property is ill-defined (i.e., the patterns are impermeable). We
would like to emphasize that unlike the diffusive-matrix model
(which contains two fitting parameters), the dispersive-matrix
model is able to fully predict the BTCs for the permeable
geometries once the parameters Ψ and λ are computed from
the velocity field (in this particular case, the 3D simulations):
for a system where the pressure and permeability are mea-
sured, or the velocity profile is known, the upscaled dispersive
model can be considered fully predictive. Table II shows that
structures with smaller porosity exhibit smaller permeability
(e.g., C1 and C2), and permeability decreases with increas-
ing tortuosity [the ratio between the average length of the
fluid paths and the geometric length of the sample (Matyka
et al., 2008), Eq. (3)] for a given porosity (e.g., C1 and
C3), which is consistent with well-established permeability-
porosity-tortuosity relationships such as the Carman-Kozeny
equation.

These results support the hypothesis that properly
designed micropatterns can represent continuum-scale porous
media in coupled channel/matrix systems and that micro-
textured channels can be employed to validate continuum-
scale models of transport in coupled channel-matrix systems.
Furthermore, we have experimentally validated the upscaled
models proposed by Dejam et al. (2014) and Ling et al. (2016)
to describe flow and transport in channels bounded by either
impermeable or permeable matrices.

V. CONCLUSIONS

In this work, we have performed microfluidic experiments
in channels embedded in micropatterns with different topolo-
gies. Specifically, we focus on transverse riblets and arrays of

https://www.digitalrocksportal.org/projects/140
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pillars as examples of impermeable and permeable obstruc-
tions, respectively. We compare the experimental results with
three models: (1) 3D pore-scale simulations which resolve the
micropattern geometry explicitly and two upscaled models
which treat the micropattern as a continuum. The latter are
two existing models of passive transport in channel-matrix
systems by (2) Dejam et al. (2014) and (3) Ling et al. (2016),
where either diffusive (zero-permeability matrix or λ→∞) or
dispersive (permeable matrix or λ→ 0) fluxes are considered,
respectively.

This study suggests that (i) patterned microfluidic chan-
nels may be used as benchmark experiments to model coupled
channel-matrix systems where both diffusive and advective
transport effects are considered; (ii) the macroscale diffusive-
matrix model by Dejam et al. (2014) can be successfully fitted
to data when the obstruction is impermeable, e.g., the riblet
structures; (iii) the macroscale dispersive-matrix model by
Ling et al. (2016) can be successfully used for fit-free pre-
dictions of non-reactive solute transport in channel systems
embedded in permeable obstructions with periodic microstruc-
tures for a wide range of Péclet numbers once relevant flow
parameters are determined or measured (i.e., pressure drop and
obstruction permeability); (iv) for the cylindrical obstructions,
the fitted permeability values are physical, i.e., independent
of operating flow conditions (Peclét number) and represen-
tative of different topologies (e.g., permeability is lower for
more tortuous topologies and higher for more porous textures);
and (v) the conceptualization of discrete patterns as a porous
medium is appropriate since the modeling error is the same
order of magnitude of the upscaling error. However, the impact
of random (and/or non-periodic) matrix microstructures needs
further experimental investigation.

Finally, while the conclusions obtained from this analy-
sis cannot be directly applied to multiphase systems where
the dynamics of the flowing phases is primarily controlled by
instability (Ling et al., 2017), a similar approach, which com-
bines microfluidic experiments in controlled geometries, direct
numerical simulations, and effective medium models, can be
straightforwardly extended to multiphase systems and used to
validate a number of continuum scale approximations. This is
the object of current studies.
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