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#### Abstract

Estimation of the permeability tensor is crucial for many natural and industrial porous media applications. Homogenization provides a rigorous framework to calculate effective parameters from pore-scale images of a representative unit cell of the porous medium by solving a boundary value problem, also known as closure problem, subject to global constraints. However, the latter are hard to satisfy for arbitrarily complex geometries. We have developed a novel computational algorithm to calculate rigorously the permeability tensor. The approach, here referred to as $\tau$-SIMPLE, is based on introducing an artificial time scale $\tau$ to satisfy the global constraint within the SIMPLE iteration. We show that the proposed algorithm has high accuracy for both two-dimensional and three-dimensional periodically arranged geometries.


## 1. Introduction

Flow and transport in porous media are ubiquitous in natural and engineering applications, including, but not limited to, subsurface flow (Goharzadeh et al., 2005; Nikora et al., 2001; Liu et al., 2013; Dejam et al., 2014), flow and nutrient transport over vegetation (Papke and Battiato, 2013; Battiato and Rubol, 2014; Rubol et al., 2016; 2018), porous membrane filtration (Maruf et al., 2013; Ling and Battiato, 2019), patterned porous surfaces (Ling et al., 2016; 2018; Cui et al., 2015; Hou et al., 2015), flows above carbon nanotube forests and superhydrophobic surfaces (Deck et al., 2009; Battiato, 2012; 2014), nutrient delivery in micro-fluidic bioreactor devices (Gruenberger et al., 2013; Griffiths et al., 2013) etc. These vastly different systems share some common features: their large scale response is strongly influenced by pore-scale topology. While the macroscopic observation length may range from the scale of meters to that of kilometers, the microscopic features can be at the micronmeter or even nanometer scale. The inherent multiscale nature of porous media requires systematic approaches to account for the impact of pore-scale topology on macroscopic behavior. This is routinely addressed by treating the porous medium as a continuum, whose effective parameters can be experimentally determined through the fitting of macroscale balance laws, e.g., the Darcy's law to calculate permeability or an advection-dispersion equation to calculate the effective dispersion coefficient. Experimentally, the scalar permeability of an isotropic and homogeneous medium can be measured by a permeameter whose side walls are typically impermeable and where the lateral flow is neglected. For anisotropic media, the measurement of one-dimensional permeabil-
ity may lead to large errors (Auzerais et al., 1990; Bernabé, 1992; Renard et al., 2001). Yet, experimentally measuring the full permeability tensor is challenging (Renard et al., 2001).

In recent decades, the concurrent advancement of visualization techniques (e.g. X-ray Microtomography) and increased computational power has allowed one to perform 'direct' numerical experiments on reconstructed 3D geometries of porous media to determine their effective parameters (Guibert et al., 2016). However, the solution of the flow and transport equations in macroscopic pore-scale geometries is often computationally prohibitive (Chen et al., 2008; Kang et al., 2014). In this regard, upscaling formalisms (e.g. volume averaging, homogenization theory, thermodynamically constrained averaging theory, etc) offer a computationally viable alternative to computing effective parameters. Despite their technical differences (see review by Battiato et al. (2019)), they are based on the concept that effective parameters can be determined through the solution of a local boundary value problem (also known as closure problem) on a representative unit cell of the porous medium satisfied by a vectorial quantity called "closure variable". Then, effective properties, e.g. permeability or the dispersion tensor, can be determined through appropriately defined spatial averages of the closure variable over the unit cell. Prediction of effective parameters through the numerical solution of the closure problem has two fundamental advantages: on the one hand, it dramatically reduces the computational cost associated with effective parameters estimation; on the other hand, it provides a rigorous conceptual framework to build purely predictive (i.e. fit free) macroscopic models from pore-scale information (in the form, e.g., of X-ray microtomographic images). Although direct validation of the purely predictive capabilities of the homoge-
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nization formalism, with its 'bottom-up' definition of effective parameters, has been so far demonstrated for idealized geometries only Battiato and Tartakovsky (2011); Boso and Battiato (2013); Korneev and Battiato (2016), generalizations to less idealized systems appear promising Ling et al. (2018). The accuracy in estimating effective parameters from the numerical solution of a closure problem on a unit cell (or Representative Elementary Volume in volume averaging theory) is critical also in the context of multiscale numerical methods where ensuring rigorous upscaling bounds is essential to assess the error originating from the multiscale coupling Battiato et al. (2011); Yousefzadeh and Battiato (2017); Wang and Battiato (2020).

The closure problem for flow generally involves a Stokes-like equation, a continuity equation, and a time-independent global constraint on the spatial average of the closure variable over the unit cell, $\mathcal{F}(\chi)=0$. The latter requires that the closure variable has zero mean over the unit cell and guarantees the existence and uniqueness of the closure problem solution, as rigorously derived from the Fredholm alternative (Auriault, 2002). As compared to the method of volume averaging where a closure is imposed as an a priori assumption, in upscaling by homogenization, the Fredholm alternative both enforces the zero mean condition to ensure that a unique solution exists, and defines the integration domain over which such a global constraint needs to be satisfied. It is therefore critical that this global constraint is satisfied thereby ensuring that the error bounds of the upscaled equation are satisfied.

Several approaches have been used to calculate the permeability tensor from the closure problem. One approach is to transform the closure problem, which originally is in differential form, to integral form (Barrere et al., 1992; Valdes-Parada et al., 2009; Whitaker, 1986), and then compute the permeability through integration. This approach, automatically guarantees uniqueness of the solution and is based on the premise that "the objective of the closure problem is to predict $\mathbf{K}$ and not to predict the details of the pressure and velocity fields" (Barrere et al., 1992). However, in many problems, such as upscaling in the presence of dendrites or multiphase flow, the pore scale distribution of velocity and pressure is relevant (Goyeau et al., 1999). An alternative approach is to employ standard fluid dynamics solvers with only minor variations since the closure variables can be treated as velocity and pressure fields (Mei, 1992; Mei and Auriault, 1991; Mei et al., 1996). For example, the semi-implicit method for pressure-linked equations (i.e. SIMPLE) (Ferziger and Perić, 2002; Patankar, 1980) first solves the momentum equation (e.g., Stokes equation) using the pressure field calculated from the previous iteration, and then uses the intermediate velocity field to correct the pressure field using the continuity equation. By iteratively correcting these two fields, the converged result is the solution of the original equations. The SIMPLE algorithm is known for fast convergence rates for both pressure and velocity fields. Yet, in this case it is unclear how to enforce the aforementioned global constraint since the classical Stokes problem - and its most common solvers - does not have any equivalent global condition on pressure. To the best of our knowledge, current methods cannot provide a permeability estimate that satisfies such a global constraint, and that are, at the same time, able to obtain the pore-scale distribution of pressure and velocity. Here, we propose a new algorithm which combines SIMPLE with the search for stationary solution to the equation $\mathcal{F}(\chi)=\chi_{\tau}$ with $\tau$ an artificial temporal scale, such that the global constraint $\mathcal{F}(\chi)=0$ is recovered when $\tau \rightarrow T, T \leq \infty$. This algorithm provides an important new tool to quantify unambiguously and rigorously pore scale images by computing the permeability tensor. Such estimates preserve the theoretical accuracy prescribed by homogenization theory through the global conditions imposed on the closure varables. t-SIMPLE provides the foundation for extending homogenization to more complex pore space topologies and mutliple fluid phases.

The paper is organized as follows. Section 2 reviews the fundamental equations and procedures of upscaling via homogenization and outlines the derivation of the closure problem. In Section 3 we introduce the $\tau$ SIMPLE algorithm for the solution of the closure problem with global


Fig. 1. Pore-scale domain (a) and unit cell (b), where $x$ and $y$ are the macroscopic and microscopic coordinate systems, respectively. The gray region indicates fluid domain, and the white areas are grains.
constraints and present a convergence study. In Section 4, we validate the algorithm by comparing the permeability tensor obtained as a solution of the closure problem in the unit cell with that calculated from full pore-scale simulations over a macroscopic domain. We draw conclusions in Section 5.

## 2. Homogenization and closure problem

Consider the incompressible flow of a Newtonian fluid in a porous medium $\hat{\Omega}$ whose characteristic length is L, Fig. 1(a). Let us assume that the medium can be represented microscopically by a collection of spatially periodic "unit cells" $\hat{Y}$ with a characteristic length $\ell$, such that a scale parameter
$\varepsilon \equiv \frac{l}{L} \ll 1$.
The unit cell $\hat{Y}=\hat{\mathcal{B}} \cup \hat{\mathcal{G}}$ consists of the pore space $\hat{\mathcal{B}}$ and the impermeable solid matrix $\hat{\mathcal{G}}$ that are separated by the smooth surface $\hat{\Gamma}$, Fig. 1(b). The pore spaces $\hat{\mathcal{B}}$ of each cell $\hat{Y}$ form a multi-connected porespace domain $\hat{\mathcal{B}}^{\varepsilon} \subset \hat{\Omega}$ bounded by the smooth surface $\hat{\Gamma}^{\varepsilon}$. The flow field $\hat{\mathbf{u}}=\left(\hat{u}_{1}, \hat{u}_{2}, \hat{u}_{3}\right)$ is described by the Stokes and the continuity equations subject to the no-slip condition at the interface between the solid and the fluid $\Gamma$ :
$\mu \hat{\nabla}^{2} \hat{\mathbf{u}}-\hat{\nabla} \hat{p}=\mathbf{0}, \quad \hat{\mathbf{x}} \in \hat{\mathcal{B}}^{\varepsilon}$,
$\hat{\nabla} \cdot \hat{\mathbf{u}}=0, \quad \hat{\mathbf{x}} \in \hat{\mathcal{B}}^{\varepsilon}$,
$\hat{\mathbf{u}}=\mathbf{0}, \quad \hat{\mathbf{x}} \in \hat{\Gamma}^{\varepsilon}$,
where $\mu$ is the fluid dynamic viscosity and $\hat{p}$ is the pore-scale pressure. The west, north, east and south boundaries of $\hat{\Omega}$ are denoted as $\partial \hat{\Omega}_{w}$, $\partial \hat{\Omega}_{n}, \partial \hat{\Omega}_{e}$ and $\partial \hat{\Omega}_{s}$, respectively. We define the following dimensionless quantities
$\mathbf{x}=\frac{\hat{\mathbf{x}}}{L}, \quad \mathbf{y}=\frac{\hat{\mathbf{y}}}{L}, \quad \mathbf{u}=\frac{\hat{\mathbf{u}}}{U}, \quad p=\frac{\hat{p} l^{2}}{\mu U L}$,
where $U$ is a characteristic velocity. Then Eq. (2), can be cast in dimensionless form as follows
$\varepsilon^{2} \nabla_{\mathbf{x}}^{2} \mathbf{u}-\nabla_{\mathbf{x}} p=0, \quad \mathbf{x} \in \mathcal{B}^{\varepsilon}$,
$\nabla_{\mathbf{x}} \cdot \mathbf{u}=0, \quad \mathbf{x} \in \mathcal{B}^{\varepsilon}$,
$\mathbf{u}=\mathbf{0}, \quad \mathbf{x} \in \Gamma^{\varepsilon}$.
Upscaling of the Equations (2) from the pore-scale to the continuumscale has been the subject of numerous investigations, including those


Fig. 2. Flow chart of the $\tau$-SIMPLE algorithm.
relying on multiple-scale expansions (Hornung, 1997; Auriault and Adler, 1995; Mikelic et al., 2006; Wall, 2007; Marušić-Paloka and Piatnitski, 2005, and references therein). In the following, we provide a brief outline of the method. Interested readers are referred to classical works on homogenization by Hornung (1997); Auriault and Adler (1995), or to reviews on upscaling methods Battiato et al. (2019).

The homogenization method is based on the identification of a slow and fast variable, $\mathbf{x}$ and $\mathbf{y}$, related as
$\mathbf{x}=\varepsilon \mathbf{y}$,
so that all spatial derivatives can be written as
$\nabla=\nabla_{\mathbf{x}}+\frac{1}{\varepsilon} \nabla_{\mathbf{y}}$.
First, the pore-scale velocity and pressure fields are expanded in integer powers of $\varepsilon$, i.e.
$\mathbf{u}=\mathbf{u}_{0}+\varepsilon \mathbf{u}_{1}+\varepsilon^{2} \mathbf{u}_{2}+O\left(\varepsilon^{3}\right)$,
$p=p_{0}+\varepsilon p_{1}+\varepsilon^{2} p_{2}+O\left(\varepsilon^{3}\right)$,


Fig. 3. Unit cell geometries used in our study, where UC-01 to UC-05 are twodimensional geometries, and UC-06 is a three-dimensional unit cell. The gray region is the fluid domain.
and substituted into (4), while using (6). Collecting terms of like-power of $\varepsilon$ leads to a cascade of equations which can be iteratively solved if a closure, i.e. a relationship between the leading order and higher order terms is established (see Auriault and Adler (1995)). The closure for the pore-scale equation (2) is
$\mathbf{u}_{0}=-\mathbf{k}(\mathbf{y}) \cdot \nabla_{\mathbf{x}} p_{0}$,
$p_{1}=-\mathbf{a}(\mathbf{y}) \cdot \nabla_{\mathbf{x}} p_{0}+\bar{p}_{1}(\mathbf{x})$,
where $p_{0}$ has been shown to be a function of $\mathbf{x}$ only (see Auriault and Adler (1995)), and $\mathbf{k}$, a tensor, and $\mathbf{a}$, a vector, are two closure variables which satisfy the following boundary value problem in the unit cell
$\nabla_{\mathbf{y}}^{2} \mathbf{k}+\mathbf{I}-\nabla_{\mathbf{y}} \mathbf{a}=\mathbf{0}, \quad \mathbf{y} \in \mathcal{B}$,
$\nabla_{\mathbf{y}} \cdot \mathbf{k}=\mathbf{0}, \quad \mathbf{y} \in \mathcal{B}$,
subject to
$\mathbf{k}=\mathbf{0}, \quad \mathbf{y} \in \Gamma$,
$\langle\mathbf{a}\rangle=\mathbf{0}$,
$\mathbf{k}$, a periodic in $\mathbf{y}$,
where $\mathbf{I}$ is the identity tensor and the operator $\langle\cdot\rangle$ defines the volumetric average over the unit cell
$\langle\cdot\rangle=\frac{1}{|Y|} \int_{\mathcal{B}(\mathbf{x})} \cdot \mathrm{d} \mathcal{B}$.
Then, Eq. (4) can be upscaled to Darcy's law as follows
$\langle\mathbf{u}\rangle=-\mathbf{K} \cdot \nabla p_{0}, \quad \nabla \cdot\langle\mathbf{v}\rangle=0, \quad \mathbf{x} \in \Omega$,
i.e. Darcy's law provides an effective representation of the pore-scale Stokes flow within errors of order $O(\varepsilon)$ Marušić-Paloka and Piatnitski (2005), where the dimensionless permeability tensor $\mathbf{K}$ is defined as
$\mathbf{K}=\langle\mathbf{k}(\mathbf{y})\rangle$.
Once the unit cell geometry is given, $\mathbf{k}$ and $\mathbf{a}$ can be determined through (10) subject to (11a) and (11c) and the global condition (11b). It is worth emphasizing that a direct evaluation of $\mathbf{a}$ and $\mathbf{k}$ allows for reconstruction of pore-scale velocity and pressure at the first order through (8). In the next section, we present a numerical algorithm based on SIMPLE that solves (10) while enforcing the global condition (11b).


Fig. 4. The average value of $\mathbf{a}_{m}$ before imposing the global constraint $(\tau=0)$ : (a) $x$-component $\left\langle a_{1}\right\rangle$ of the averaged $\mathbf{a}_{m, \tau=0}^{*}$; (b) $y$-component $\left\langle a_{2}\right\rangle$ of the averaged $\mathbf{a}_{m, \tau=0}^{*}$.


Fig. 5. (a) Two components of the field a of the UC-01 geometry; (b) two components of the field a of UC-05 geometry.

## 3. $\tau$-SIMPLE Algorithm

The algorithm, here referred to as $\tau$-SIMPLE, is based on combining SIMPLE with the search for a stationary solution to the equation $\langle\mathbf{a}\rangle=\mathbf{a}_{\tau}$ with $\tau$ an artificial temporal scale, such that the global constraint $\langle\mathbf{a}\rangle=$ 0 , is recovered when $\tau \rightarrow T, T \leq \infty$.

The SIMPLE algorithm (Ferziger and Perić, 2002) is based on splitting each numerical iteration into (i) solving (10a) using a from the
previous step, and (ii) calculating a correction for a using the continuity equation (10b). We represent the true solution of (10) and (11) at step $m$ as
$\mathbf{k}_{m}=\mathbf{k}_{m}^{*}+\mathbf{k}^{\prime}$,
$\mathbf{a}_{m}=\mathbf{a}_{m}^{*}+\mathbf{a}^{\prime}$,


Fig. 6. (a) and (b) Vector field a for UC-01 and UC-05, respectively, where arrows are the vector directions and length of the arrow corresponds to its magnitude; (c) Four components of the tensor field $\mathbf{k}$ for UC-01 and (d) UC-05.
where * and ' denote the intermediate solution and the correction fields, respectively. The algorithm, shown in Fig. 2, is structured with two nested loops, the outer loop ( $m$-loop) ensuring the convergence of the SIMPLE iteration and the inner loop ( $\tau$-loop) ensuring the solution convergence to a steady state for the artificial time scale $\tau$. The algorithm is composed of the following steps:

Step 1. Set $m=1$. Initialize $\mathbf{a}_{0}$.
Step 2. $\mathbf{a}_{m-1}$ is used to calculate $\mathbf{k}_{m}^{*}$ through
$\nabla_{y}^{2} \mathbf{k}_{m}^{*}+\mathbf{I}-\nabla_{\mathbf{y}} \mathbf{a}_{m-1}=0$,
where the Laplace operator is written in discretized form as

$$
\begin{equation*}
\nabla_{\mathbf{y}}^{2} \mathbf{k}_{m}^{*}=\mathcal{A} \mathbf{k}_{m, p}^{*}+\mathbf{H}\left(\mathbf{k}_{m, n}^{*}\right) \tag{18}
\end{equation*}
$$

with $\mathcal{A}$ the coefficient of discretization at point $p, \mathbf{k}_{m, p}^{*}$ the $\mathbf{k}$ at iteration $m$ and point $p, \mathbf{H}\left(\mathbf{k}_{m, n}^{*}\right)$ the coefficient matrix calculated from the neighboring points $\mathbf{k}_{m, n}^{*}$, with $n \neq p$. Inserting (18) in (17) leads to

$$
\begin{equation*}
\mathbf{k}_{m, p}^{*}=-\mathcal{A}^{-1} \mathbf{H}\left(\mathbf{k}_{m, n}^{*}\right)-\mathcal{A}^{-1} \mathbf{I}+\mathcal{A}^{-1} \nabla_{\mathbf{y}} \mathbf{a}_{m-1} \tag{19}
\end{equation*}
$$

Step 3. Continuity is enforced by solving
$\nabla \cdot\left[\mathbf{k}_{m}^{*}+\mathbf{k}^{\prime}\right]=\mathbf{0}$
for $\mathbf{k}^{\prime}$.

Step 4. $\mathbf{a}_{m}^{*}$ is calculated by solving

$$
\begin{equation*}
\nabla \cdot\left[-\alpha \mathcal{A}^{-1} \mathbf{H}\left(\mathbf{k}_{m, n}^{*}\right)-\mathcal{A}^{-1} \mathbf{I}+\mathcal{A}^{-1} \nabla_{\mathbf{y}} \mathbf{a}_{m}^{*}\right]=0 \tag{21}
\end{equation*}
$$

since $\nabla \cdot \mathbf{k}^{\prime} \approx 0$ (Ferziger and Perić, 2002). In Eq. (21), $\alpha$ is a relaxation parameter.
Step 5. Set $\tau=0$. Inizialize $\mathbf{a}_{m, 0}=\mathbf{a}_{m}^{*}$. Determine $\left\langle\mathbf{a}_{m, 0}\right\rangle$.
Step 6. March in time

$$
\begin{equation*}
\partial_{\tau} \mathbf{a}_{m}^{*}=-\left\langle\mathbf{a}_{m}^{*}\right\rangle \tag{22}
\end{equation*}
$$

until steady state, i.e. $\tau$-convergence, is reached. If $\tau$-convergence is reached, then the global condition $\left\langle\mathbf{a}_{m}^{*}\right\rangle=0$ is satisfied.
Step 7. Check $m$-convergence. If $m$-convergence is reached, $\mathbf{k}_{m}^{*} \rightarrow \mathbf{k}_{m}$. If not, go back to Step 2.

In the following section, we test and validate the algorithm on different two- and three-dimensional unit cells.

## 4. Algorithm convergence and validation

### 4.1. Convergence

In this study, the implementation of the closure problem is conducted in OpenFOAM, an open source CFD platform, within which the customized solver for the $\tau$-SIMPLE algorithm has been developed. We test


Fig. 7. Comparison of the permeability values calculated by the pore-scale simulation and the $\tau$-SIMPLE algorithm for all 2D geometries.
the algorithm on five periodic two-dimensional unit cell geometries (UC01 to UC-05) and one three-dimensional geometry (UC-06), as shown in Fig. 3, where the white and grey areas indicate the solid grains and fluid domain, respectively. The six geometries include isotropic structures (UC-01 and UC-06), anisotropic structures with principal axes aligned or misaligned with the cartesian system of reference (UC-02 and UC05) to inhibit or enhance lateral flows, random (UC-03) and fractured structures (UC-04).

In Fig. 4, we plot the values of the $y_{1}$ and $y_{2}$ components of $\langle\mathbf{a}\rangle_{\tau=0}$, $\left\langle a_{1}\right\rangle$ and $\left\langle a_{2}\right\rangle$, respectively, as a function of the SIMPLE iteration $m$ for all geometries. The convergence criterion is satisfied when $\left|\mathbf{k}^{\prime}\right| \leqslant 10^{-10}$ and $\left|\mathbf{a}^{\prime}\right| \leqslant 10^{-10}$. Both components satisfy the global constraint imposed on $\mathbf{a},\langle\mathbf{a}\rangle=\mathbf{0}$. Also, the relaxation parameter $\alpha$ is set to $\alpha=10^{-3}$ in all our simulations.

Figs. 5(a) and (b) show the two components of a for UC-01 and UC05 , respectively. As expected, both components of a show strong dependence on the geometry of the unit cell. Since a satisfies a Stokes-like equation, the components $a_{1}$ and $a_{2}$ of a can be thought of as the local pressure associated with a flow field $\mathbf{k}$ driven by a pressure drop aligned with directions $y_{1}$ and $y_{2}$, respectively. For example, Figs. 5 (b) shows that for a flow driven from left to right along direction $y_{1}$, or from bottom to top along direction $y_{2}$, higher local pressure will be experienced in front of the solid object relative to the flow direction (see warm colors in Figs. 5(b)).

In Figs. 5(c) and (d) we plot the corresponding vector field $\mathbf{a}(\mathbf{y})$ for the same geometries UC-01 and UC-05, respectively. Three distinct points can be observed: (i) peaks or local maxima, from which a points away (see dashed circle in Figs. 5(c)); (ii) valleys or local minima, toward which a points, such as around solid boundaries and (iii) saddle or minmax points for which a points toward and away along two orthogonal directions (see dashed circle in Figs. 5(d)). These different structures correspond to different local values of the closure variable $\mathbf{k}(\mathbf{y})$. In Fig. 6(a) and (b), we plot the four components of the tensor $\mathbf{k}\left(k_{11}\right.$,
$k_{12}, k_{21}$ and $k_{22}$ ) for UC-01 and UC-05, respectively, with $k_{11}$ and $k_{22}$ the main diagonal components, and $k_{12}$ and $k_{21}$ the off-diagonal ones. Fig. 6 shows that local maxima in a correspond to large diagonal components but small off-diagonal ones for $\mathbf{k}$. On the contrary, saddle points for a correspond to small values for $k_{11}$ and $k_{22}$, and large values for $k_{12}$ and $k_{21}$. Finally, local minima for the vector field a correspond to zero values of all components of $\mathbf{k}$. Also, in isotropic configurations (e.g., UC-01) the two off diagonal components of $\mathbf{k}$ are expected to be very small, while in anisotropic geometries (e.g., UC-05), the off-diagonal components of $\mathbf{k}$ are expected to be comparable to the diagonal ones: this is confirmed in Fig. 6(b) where for strongly anisotropic geometries (e.g., UC-05), the pressure gradient in one direction will result in a large lateral flow in the other direction.

### 4.2. Pore-scale simulations and permeability validation

We proceed now with validating the permeability tensor as obtained from a solution of the closure problem, using the proposed algorithm, with that obtained from pore-scale simulations at the macroscale. In particular, permeability $\mathbf{K}$ can be determined from the closure variable $\mathbf{k}$ in the unit cell as
$\mathbf{K}=\langle\mathbf{k}\rangle$
and relates Darcy flux with the macroscopic pressure through Darcy's law (13). Equivalently, the permeability tensor can be evaluated from two numerical Darcy experiments ( $T 1$ and $T 2$ ), where direct pore-scale simulations of Stokes flows in a macroscopic domain $\Omega$ are conducted to determine the coefficients of proportionality between the spatially averaged pore-scale velocity $\left\langle\mathbf{u}^{T i}\right\rangle_{\Omega}$ and the macroscopically imposed pressure gradient $\nabla p_{x_{i}}^{T i}$, with $i=\{1,2\}$, driving the flow, i.e.
$\left[\begin{array}{ll}K_{11} & K_{12} \\ K_{21} & K_{22}\end{array}\right]=-\left[\begin{array}{ll}\left\langle u_{x_{1}}^{T 1}\right\rangle_{\Omega} & \left\langle u_{x_{1}}^{T 2}\right\rangle_{\Omega} \\ \left\langle u_{x_{2}}^{T 1}\right\rangle_{\Omega} & \left\langle u_{x_{2}}^{T 2}\right\rangle_{\Omega}\end{array}\right] \cdot\left[\begin{array}{ll}\nabla p_{x_{1}}^{T 1} & \nabla p_{x_{1}}^{T 2} \\ \nabla p_{x_{2}}^{T 1} & \nabla p_{x_{2}}^{T 2}\end{array}\right]^{-1}$,


Fig. 8. (a) Comparison between the calculated permeability tensor elements for the three-dimensional unit cell (UC-06). (b) Magnitude of the permeability tensor $|\mathbf{k}|$. (a) Magnitude of the vector field $|\mathbf{a}|$.
where
$\langle\mathbf{u}\rangle_{\Omega}=\frac{1}{\Omega} \int_{\mathcal{B}^{\varepsilon}} \mathbf{u d} \mathbf{x}$,
$\nabla p_{x_{1}}^{T i}=\frac{P_{e}-P_{w}}{L}, \quad \nabla p_{x_{2}}^{T i}=\frac{P_{n}-P_{s}}{L}, \quad i=\{1,2\}$
and $P_{e}, P_{w}, P_{n}$, and $P_{s}$ are the average pressure on the east $\left(\partial \Omega_{e}\right)$, west ( $\partial \Omega_{w}$ ), north ( $\partial \Omega_{n}$ ), and south ( $\partial \Omega_{s}$ ) boundaries of $\Omega$, respectively. Extension to three-dimensions is straightforward. For the simulations, the macroscopic domain $\Omega$ in both 2D and 3D is obtained as the repetition of 10 unit cells in each direction, i.e. $L=10 l$ or $\varepsilon=0.1$ (Fig. 1).

Figs. 7 and 8 show the comparison between the permeability calculated through the $\tau$-SIMPLE algorithm and that determined by spatially averaging pore-scale simulations over $\Omega$ for both 2D and 3D unit cells, respectively. The dashed line represents the one-to-one bisectrix. In Fig. 7, every quadrant represents the four components of $\mathbf{K}$, while the markers indicate different unit cells (UC-01 to UC-05). In 2D, there is an excellent agreement for all permeability components. Additionally, by comparing the grey regions in all the geometries we can see that the UC-01 has the largest pore throat and pore space and the UC-04 has the thinnest throat of all cases, as a result, both approaches predict that UC-01 has the largest permeability, and UC-04 has the smallest. This is consistent with physical intuition since UC-01 has the largest porosity while UC-04 has the smallest. Furthermore, UC-05, which contains a tilde ellipsoid, is the configuration with the largest off-diagonal components for the permeability tensor: the strong structural anisotropy of the unit cell contributes to large lateral flows.

In Fig. 8, we plot the result of the three-dimensional case, UC-06. Also in 3D, there is an excellent match between the two methods. Also, the main diagonal components are equal for three directions while the off-diagonal components are small. This is consistent with the isotropic pore-scale structure of the unit cell.

## 5. Conclusions

Any upscaling method establishes the relation between microscopic properties of the porous medium and its effective parameters at the continuum scale. In homogenization, this is accomplished by solving a boundary value problem for two closure variables $\chi$ and $\mathbf{a}$ in the unit cell, a representative microscale unit of the porous medium. The boundary value problem is complemented by boundary conditions on $\chi$ as well as a global condition on $\mathbf{a},\langle\mathbf{a}\rangle=\mathbf{0}$, that guarantees uniqueness of the solution. The need for directly handling the latter has been generally avoided by formulating the closure problem in integral form. However, while this approach is sufficient to calculate the effective permeability tensor $\mathbf{K}$, it does not allow for a reconstruction of pressure and velocity in the unit cell, which is relevant in the context of, e.g., multiphase flow and localized reactions such as dendrite growth. In this work, we have developed a numerical algorithm, referred as SIMPLE- $\tau$, based on the SIMPLE scheme. The global constraint is satisfied by introducing an artificial time scale $\tau$ and by solving the transient equation $\langle\mathbf{a}\rangle=\mathbf{a}_{\tau}$ until steady state is reached. The algorithm, implemented in OpenFOAM, is composed of two nested loops, one to ensure convergence of the SIMPLE iteration and one to satisfy the global constraint.

We validated our algorithm by comparing the permeability tensor obtained from solving a numerical Darcy experiment on a macroscopic pore-scale domain formed as the repetition of 10 unit cells in each dimension and the one obtained from solving the local closure problem. Six unit cell geometries were tested, including five two-dimensional cases (UC-01 to UC-05) and one three-dimensional case (UC-06). The unit cell geometries include both isotropic, anisotropic, regular and random structures. We found good agreement for all permeability tensor components, including the highly anisotropic scenario, where the offdiagonal components are large.

The algorithm, which rigorously solves the closure problem as derived from homogenization theory including the global constraint which guarantees uniqueness of the solution, allows one to determine both (i) the permeability tensor from two- and three-dimensional images of porous structures, and (ii) the pore-scale distribution of pressure and velocity. The latter are important when pore-scale details of pressure and velocity fields are critical, such as in multiphase flows. It is worth emphasizing that the algorithm can be extended to calculate effective properties that are constrained by boundary value problems similar in structure to the Stokes equation, including the effective thermal conductivity tensor and the effective dielectric permeativity tensor. Finally, the algorithm can serve as an image-based or geometry-based permeability quantification tool, crucial to many applications, e.g. functional porous media designing and conductivity estimation using images of rock formations.
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